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The methodology and implementation for numerical transient analysis of combustion in a
hybrid rocket with liquefying fuel is presented. In this work, both the solid-liquid and liquid-
gas phase change problems are considered, by employing a decoupled model for combustion
andmelting phase change. All the governing equations andmodel implementations are carried
out in the frame work of commercial software ANSYS-FLUENT. A 2-dimensional problem is
solved, which involves oxidizer flow over a paraffin wax fuel slab and is compared with the
experimental regression rate data. The objective of the analysis is to understand the effect
of melt layer surface instability and liquid droplet entertainment on the effective vaporization
rate of the fuel. The regression rate predicted by the finite rate combustion model was in close
agreement with the experimental results while the Eddy dissipation model based on single step
stochiometric overpredicted the regression rate. The melting model, based on temperature
and vaporization input from combustion model, predicted couple of orders higher melting
rate than the experimental observations. The possible reasons for this deviation and required
amendments to the existing melting model are discussed in detail.

Nomenclature

Ûm = Vaporization mass flux
Y = Species mass fraction
Dg = Diffusion coefficient
κ = Thermal conductivity
Lv = Latent heat of vaporization
Ke = Equilibrium constant (reversible reaction)
Subscripts: =
n = Normal
l = liquid
s = solid
g = gas

I. Introduction
A hybrid rocket propulsion system provides an alternative to conventional solid and liquid systems. The benefits of

utilizing a hybrid propulsion system are reviewed in the work of Kuo et. al [1]. Hybrid systems utilizing polymeric
fuel suffer from the disadvantage of slower fuel surface regression rates. This shortcoming is significantly improved
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by utilizing two methodologies, involving improvements to the oxidizer flow configuration and utilizing liquefying
fuel (mostly in cryogenic range) [1]. Liquefying fuel refers to the material being capable of forming a distinct melt
liquid layer during the operating conditions [2]. Liquefying fuel provided approximately 10 folds improvement in the
regression rate, without any major structural modifications, thus being a popular choice for replacing the conventional
systems [1].

The use of various liquefying fuels for hybrid combustion was studied in the work of Larson et. al [3] and Gramer
et. al [4]. The theoretical research was propelled by the necessity to understand the mechanism behind the increased
regression rates. An initial study attributed it to the lower latent heats associated with the liquefying fuels. However,
the work of Karabeyoglu et. al [5, 6] attributed the increased regression rate to the liquid melt layer surface instability
and ensuing fuel droplet entrainment in the oxidizer flow. One dimensional transient analysis [5] was conducted to
predict the regression rate, which included the semi empirical droplet entrainment and vaporization model emulating the
experimental work of Gater et. al [7]. Though the regression rate values are in good agreement with the experimental
data used in their research work, the extension of these results to any general flow configuration involving arbitrary
initial fuel shape and flow parameters is a subject of discussion, as entrainment and the ensuing vaporization rates are
significantly influenced by the geometry of the problem. This was corroborated in the work of Venkateswaran et. al [8],
who conducted numerical analysis of hybrid engine with polymeric fuel, which showed that geometric scale of the
rocket affected the flow and energy gradients at the fuel surface. As an extension of their work, Karabeyoglu et. al [6]
conducted a linear stability analysis, which presented a closed form solution relating the amplification rates to the flow
input conditions. One of the drawbacks of a linear stability analysis is that it is utilized only to obtain a qualitative
estimation of the best operating regime and cannot provide the exact fuel surface conditions, which is essential for
prediction of regression rates.

Owing to the limitations with analytical modeling and development time, complexity associated with developing a
experimental setup, a comprehensive numerical methodology is preferable, which will obviate the shortcomings and
is capable of providing an insight into the interfacial mass transfer mechanism. Several numerical analysis has been
conducted on polymeric fuel (mostly HTPB) [8–12]. They share common features of using a two equation turbulence
model, Arrhenius/ eddy dissipation reaction rate equation and empirical model for vapor generation at the fuel surface,
where in the fuel surface is modeled as a wall and vapor generation is coded as a volumetric source term in the cell
adjacent to the wall. The effect of fuel surface displacement, in the case of polymeric fuel, was included in the work of
Coronetti et. al [12] where in the boundary surface nodes were displaced based on the fuel regression rate.

Experimental studies, with the objective of visualization of melting and its effect on combustion, were carried out by
Petralo et. al [13], Jens et. al [14] and Chandler et. al [15]. The ensuing discussions in all the referred experimental
studies predominantly involved high speed photographs highlighting transient events during initiation of combustion
and liquid melt entertainment by the shearing gas layer. A quantitative description of the entrainment or the surface
wave generation and its decomposition to pertinent frequency components was not discussed, this could be owing to the
limitation of the employed image processing techniques.

A numerical study using liquefying propellants (Paraffin wax) was conducted by Ranuzzi et. al [16], which followed
the same procedure as polymeric fuel, replacing its properties with that of the liquefying fuel, mainly detailing the
application of NExT solver. In one of the recent work by Leccese et. al [2], a comprehensive study on hybrid combustion
with Paraffin wax as propellant was conducted. A detailed gas-surface interaction semi-empirical model was employed
and the effects of radiation were included in the analysis. Elaborate reaction steps were suggested, based on the work of
Coronetti et. al [12], which includes the effect of thermal cracking. Hitherto, no research work had included the kinetic
rate parameters involved in reaction steps of Paraffin wax, which was adapted from the work of Coronetti et. al [12]
carried out on polymeric fuels. However, the direct simulation of phase change and fuel entrainment was not included,
which was justified by the assumption of critical operating conditions.

In the present work, phase change process is directly simulated and the surface instability effects on combustion
would be directly included. Melting, vaporization and combustion- three important process in a Hybrid propulsion
system would be directly simulated, while employing a decoupling between combustion and melting.This will provide
the possibility of numerically exploring the physics of surface wave generation and entrainment.The overall envisaged
algorithm is arranged as a flowchart in Fig.1. However this paper is limited to one iteration of combustion followed by
melting. In this paper, each solver, used in the methodology, is discussed in brief, followed by the description of case
study involving Paraffin slab combustion. As the implementation is still in development, the preliminary results are
discussed in detail, concluding with the future course of this research.

2

D
ow

nl
oa

de
d 

by
 1

84
.1

86
.2

1.
16

5 
on

 A
ug

us
t 1

7,
 2

01
9 

| h
ttp

://
ar

c.
ai

aa
.o

rg
 | 

D
O

I:
 1

0.
25

14
/6

.2
01

9-
44

15
 



II. Methodology

Fig. 1 Envisaged decoupled algorithm

The solvers implemented by ANSYS-Fluent are utilized for solving the relevant physics of the problem. The models
used are given in Table 1.As it is essential to resolve boundary layer and free stream conditions accurately, Shear Stress
Transport (SST) K-ω was chosen for turbulence modeling, which reduces the observed sensitivity of K-ω model to inlet
turbulence properties.

PHYSICS MODEL/TECHNIQUE
Turbulence SST k-ω model
Melting Enthalpy-porosity
Multiphase Explicit VOF with PLIC interface reconstruction.
Combustion Species equation with Eddy Dissipiation/ Laminar finite rate

Table 1 Numerical models

The effect of vaporization was included by providing a vaporization source term to the fuel melt-gas interface. This
requires prediction of the interface area fluid-fluid interface , reconstructed by the methodology of Piece wise Linear
Interface Construction (PLIC). A PLIC algorithm was implemented following the methodology of Scheufler et. al [17].
The overall algorithm for the source term evaluation can be summarized as:

V.1 Iteratively smooth the VOF field, by using information from nearest neighboring cells (9 cells in 2-D/ 27 cells
in 3-D). The distance weighted smoothing algorithm discussed in the work of Rausch [18] was implemented.

V.2 On the smoothed VOF field, evaluate the interface normal components.
V.3 Reconstruct the interface by PLIC technique, using the iterative method (bisection/ Regula Falsi) and evaluate

the magnitude of interface area.
V.4 On the non smoothed VOF field, choose and mark the cells with VOF in the limit 10−6 ≤ fc ≤ 1 − 10−6.
V.5 Based on the reconstructed interface, evaluate the gas side temperature gradients for the marked interface cells.
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V.6 Using the vaporization rate and interfacial area density, evaluate mass generation source term for the marked
cells.

V.7 Apply the mass generation source term to the VOF equation of liquid (consumption) and vapor (generation).
V.8 Evaluate and apply the energy source term, which includes the effect of latent heat.

The smoothing of the VOF field is essential for accurate evaluation of the local surface normal and curvature, which was
based on the work of Rausch [18]. The overall algorithm was implemented in a parallel UDF framework, provided in
ANSYS- FLUENT.

From the reaction viewpoint, proper resolution of the turbulence and reaction time scales is essential. The
conventional laminar Finite Rate Model (FRM) based on the Arrhenius reaction rate parameters and associated reactions
considered were based on the work of Leccese [2]:

1 C32 H66 16C2H4 + H2

2 C2H4 + O2 2CO + 2H2

3 C2H4 + 2H2O 2CO + 4H2

4 H2+0.5O2 H2O

The Arrhenius reaction rate parameters, adapted from the work of Coronetti et. al [12], for the above listed reactions are:

v1 = 3.09X1013T0 exp (29790.6/T) [C32H66]
v2 = 9.11X1013T0 exp (15702.1/T) [C2H4]0.5 [O2]1.25

v3 = 3.48X1011T0 exp (15400.1/T) [C2H4] [H2O]
v4 = 2.8X1018T−1 exp (21691/T)

(
[H2O] − [H2][O2]0.5

Ke

)
The finite rate modeling leads to a stiff system of non linear equation, with a requirement for a stiff ODE solver

(having time scales of the order of ≈ 10−8). In turbulent flow problems the reaction rate is limited by the mixing time
scale which can be determined from the turbulent scales. The Eddy dissipation methodology, based on the work of
Magnussen et. al [19], is based on local turbulent scale and concentration values, related together by empirical constants.
It has much faster and stable convergence behavior. However, the Eddy Dissipation model (EDM) is effective for single
step reaction mechanisms and would lead to inaccurate results for reaction mechanisms involving reversible reaction
steps. To understand the effectiveness of using (EDM), a simple stochiometric reaction for the combustion of Paraffin
was assumed.

C32 H66 + 48.5O2 32CO2 + 33H2O

From the literature [16], it is understood that the effective single step reaction would be combustion of ethylene (through
cracking of heavy Paraffins). However it was noticed that such direct ethylene reaction is difficult to implement in the
current frame work, which involves both melting and vaporization of paraffin wax, justifying the use of above reaction.
A completely coupled (combustion with melting) case without using any assumptions was modelled in fluent. This
essentially involved, a solid paraffin modeled in the flow domain, with the outside surface undergoing vaporization and
melting. The cases suffered from following difficulties:

• The mass continuity equations showed oscillatory convergence, taking large number of iterations to reach the
expected convergence limits

• The temperature field showed artificial non-physical temperature rise, reducing the reliability of subsequent
transient solutions.

• For ignition, a high temperature zone was patched near the leading edge of the Paraffin. However, this either
caused unphysical temperature rise and reaction rates or the combustion was unsustained due to spatially non
uniform vaporization rates.

• Owing to a large set of governing equations the computational time was significantly high.
To overcome the intractable nature of the problem, the systemwas decoupled into separate parts involving combustion

and melting. A combustion problem was solved in an approximate domain representing the initial interfaces of the
problem. The vaporizing interface was replaced by the solid wall, with appropriate mass, momentum and energy source
term being added to the cell adjacent to the wall [2]. The heat, mass and species balance was carried out at the wall.

4

D
ow

nl
oa

de
d 

by
 1

84
.1

86
.2

1.
16

5 
on

 A
ug

us
t 1

7,
 2

01
9 

| h
ttp

://
ar

c.
ai

aa
.o

rg
 | 

D
O

I:
 1

0.
25

14
/6

.2
01

9-
44

15
 



The species balance at the interface was evaluated as,

Ûm =
ρgDg∇n {Yf}

1 − Ysat
(1)

Based on the previous works on vaporization [20],the condition at the wall was assumed to be saturated and the saturation
mass fraction at the interface, was evaluated by assuming a linear relationship between temperature and mass fraction as
given by equation Eq.(2).

Ysat = (T − Tm)/(Tv − Tm) (2)

where in the suffix ’v’ and ’m’ represents boiling point and melting point respectively. Ideally, a relationship between
saturation pressure (Psat) and given surface temperature ("Antoine" kind equation), for paraffin, example as given in the
work of Riazi [21], needs to be utilized and the saturation mass fraction, for a single species fuel, is expressed as a ratio
of vapor pressure (Psat) and the corresponding operating pressure (Pop). However the equation provided in [21], tends to
provide high surface temperature on the wall, which led to the assumption of an alternate linear system.

The energy balance at the vaporizing interface was taken as

κl
∂T
∂n

����
l
− κs

∂T
∂n

����
s
= ÛmLv (3)

In the above equation the suffix ’l’ represents gas side/ liquid side gradients and suffix ’s’ represents the liquid side/solid
side gradients for vaporization and melting respectively. As mentioned earlier, for the decoupled approach the wall is
treated as the melting interface and the rate of heat removal from the interface due to the presence of the liquid film
in the case of liquefying fuels is modelled by assuming appropriate thickness for the liquid film. In case of a planar
geometry, where in the normal coordinate is represented by the y direction, the discretized surface species and energy
balance is given by:

Ûm =
ρgDg

1 − Ysat

(Yc − Ys)
δy

(4)

Ûm = κl
(Tc − Ts)
δyl

����
l
− κs

(Ts − Tm)
δys

����
s

(5)

where Eq.4 is used for solving the liquid surface regression rate and the Eq.5 is used for evaluating the surface
temperature. The thickness of the liquid film δs is appropriated from empirical correlation of Karaybeyoglu [5] and
corrected in an iterative manner based on the results from the melting problem. The combustion part of the problem
provides following output:

• Boundary flame location
• Liquid surface vaporization rate (regression) and temperature distribution.
• Species, thermal and velocity boundary layer profiles.

The vaporization rate and temperature distribution from the combustion part of the problem is imposed on the free
liquid surface of the melting problem. In the melting problem, similar to the coupled approach, a frozen material is
patched inside a appropriate fluid domain. For ease of determining the liquid layer surface, a small liquid film is patched
over the frozen material. The temperature and regression rates are applied using appropriate source terms through the
user defined function. The liquid layer over the solid surface is tracked at all time points and the source terms are
continuously imposed. The local interfacial area of the liquid surface is evaluated using the (V1-V4).An explicit VOF
technique, based on PLIC in ANSYS-Fluent, convects the liquid surface, based on local velocity components. In case of
combustion, a momentum source component was imposed as the wall normal is well defined in all times. For simulating
vaporization in the melting problem, only mass source was imposed.

III. Case Study
An experimental study of quantification of spatial regression rate for the combustion of Paraffin wax, carried out by
Dunn et. al. [22], was chosen to validate the decoupled approach and implementation. The computational domain and
boundary conditions are shown in Fig.2.
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Fig. 2 Computational Domain (a) combustion problem (b) Melting problem

No slip constant temperature condition was imposed on the wall. The pertinent values of the constants, including the
spatial dimension is given in Table.2. The actual experimental set up included a long duct to provide a fully developed
turbulent inlet conditions. To reduce the computational effort, a steady state turbulent analysis was carried out on the
actual domain, with a step near the exit, simulating the presence of solid paraffin. From the velocity field , the profile
at appropriate location (∼ 1.8m from the inlet) is extracted and was used as inlet conditions for the combustion and
melting problems. The flow domain was of ∼ 2m, while the combustion and melting computations were carried out
inside a domain of 0.165 m in length, which is a significant reduction in the computational effort.

PARAMETER INPUT VALUES
Dimension(Domain) [mm] L=165, H=25.4
INITIAL CONDITIONS
Dimension(Fuel slab) [mm] Lm=73 & Hm=9
Subcool [K] ≈ 40
Temp. diff. btw phases [K] ≈ 0
BOUNDARY CONDITIONS
Oxidizer mass flux

[
kg

m2−s

]
Go= 8&14

Table 2 Input parameters for validation

Numerical aspect Method
Gradient evaluation Gauss cell centered
Convective term Second order upwind method
Diffusive term Central difference
Pressure velocity coupling SIMPLEC
Pressure interpolation PRESTO
Combustion Stiff ODE solver with ISAT

Table 3 Choice of solvers

From the choice of solvers available in ANSYS-Fluent,the combination shown in Table. 3, provided faster and stable
convergence. For combustion, ISAT algorithm with intermediate Direct integration, based on data storage and solution
mapping, provided significant acceleration in convergence over using only Direct integration Stiff solver.

The material properties for paraffin wax, used in this simulation Table.4,were mostly taken from the work of
Karabeyoglu [5]. The temperature dependence of thermal properties and flow properties was neglected. The liquid
expansion, typical in paraffin wax, was neglected, using the same density for solid and liquid phases. The constant
value of thermal diffusivity of 6x10−5m2/s was employed. The density of paraffin gas vapor was taken close to other
higher hydrocarbon gas densities. The other gases and its properties were assumed to have constant standard values.
Incompressible ideal gas relation was used for species density, where in the the actual pressure in the ideal gas was
replaced with the operating pressure, which in the present case study is atmospheric pressure.

IV. Preliminary Results
The contour plot of temperature distribution given in Fig.3 clearly shows the position of the flame in the boundary

layer adjacent to the vaporizing interface (wall). The temperature distribution and regression rate along the direction of
the melting surface provided in the Fig.4, serves as an input for the melting part of the problem. For both the combustion
modeling approaches, the problem with higher oxidizer influx has the higher regression rates. The eddy dissipation
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Physical property Value
Paraffin liquid/ Solid Gas

Density [kg/m3] 700 7
Thermal conductivity [W/(m.K)] 0.12 0.05
Viscosity [Pa.s] 6.5X10−4 4X10−5

Standard heat of formation (J/kmol) -16x108

Surface Tension [N.m] 0.07
Melting point [K] 340
Heat of fusion [kJ/kg] 167.2
Heat of vaporization [kJ/kg] 163.5

Table 4 Physical properties used in the simulation

model provides a consistent increase of regression rate in the flow direction, while in finite rate modeling, there is a
increase followed by a slight decrease in the regression rate. This result can be understood using previous research
data [1] [2] [22]. Such near leading edge fluctuations in the regression rates were noticed in the work of Dunn et. al
[22]. The increased mass flow rate along the flow direction causes an increase in regression rate. However during the
initial part of the melting, there is competing effects of increased mass flow rate and boundary layer effects. Secondly,
it was observed that as the finite rate modeling was used, without any inclusion of turbulent effects in combustion,
similar to the work in [2], there was fluctuation in the flame position along the flow direction, which could be caused
by the turbulent nature of the flow. This turbulent fluctuations persisted in the region of study and was susceptible to
divergence during multiple restarts of the solver.

(a) (b)

(c) (d)

Fig. 3 (a) & (b) Temperature contours for Go of 8 and 14 kg/m2s using finite rate model, (c) & (d) Temperature
contours for Go of 8 and 14 kg/m2s using Eddy dissipation model

The spatially averaged regression rates obtained by two combustion models were compared with the experimental results
in Table [5]. It was noticed that the Finite Rate modeling results were very close to that observed in the experiments.
This meets the expectations, as the FRM model employs more detailed chemical mechanism when compared to the eddy
dissipation model. It also highlights, as mentioned earlier, the inability of eddy dissipation model to handle multiple
reaction steps, especially those having reversibility.
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(a) (b)

(c) (d)

Fig. 4 (a) & (b) Stream wise variation of regression rate using FRM & EDM , (c) & (d) Stream wise variation
of temperature using FRM & EDM

One effective technique to overcome this shortcoming would be employing the Eddy Dissipation Concept (EDC) [23].
The crux of EDC is to mark probable candidate computational cells for combustion and treat each marked cell as
a Partially Stirred reactor.This ensures the inclusion of detailed chemical mechanisms while including the turbulent
mixing effects.During the future course of this research, a detailed analysis on EDC with a vaporizing interface would
be carried out.

There is reduced temperature variation along the vaporizing surface. The detailed FRM predicts lesser temperature in
comparison to the EDM in Fig.5. This is could be caused by the endothermic reaction-Paraffin cracking into Ethylene,
occurring very close to the vaporizing surface of the liquid melt .The peak flame temperature of the two models are
comparable, while EDM model predicts the highest peak temperature.The combustion study reiterates the importance
of employing relevant detailed chemical mechanisms.

The temperature distribution obtained and the regression rates obtained from the combustion problem, was applied
to the melting paraffin wax interface, using algorithm detailed in previous sections. The temperature and regression
distribution obtained from both the combustion problems were employed and the Go = 14kg/m2s was used as the inflow
condition. During the initial melting, the melting rates were high, corresponding higher initial temperature gradients.

Mass flux (Go(kg/m2s) 8 14
Experimental [mm/s] 0.17 0.27

Numerical (FRM) [mm/s] 0.144 0.21
Numerical (EDM) [mm/s] 0.3875 0.525

Table 5 Comparison of regression rates : Experimental and Numerical
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Fig. 5 Temperature distribution in the direction normal to the meting interface

Fig. 6 Temperature variation along the liquid melt film thickness

During the subsequent time steps the solution reached a steady state, with effective melt thickness being a constant at
different time points. However this steady state melt rate was 2 order higher ( 4 − 10mm/s) when compared to the
experimental results of ( 0.2mm/s). To isolate the cause of this aberration, the surface temperature was artificially
reduced to values of (450, 400, 375 K). It was noticed that for all the listed interface temperature values, the melting
rates were higher than that observed in the case of the experiments. Subsequently the temperature distribution across the
liquid film was analyzed. The temperature distribution across the film was taken at the mid surface stream wise location
as shown in Fig.6

The melt surface and the melt film liquid surface location has been marked for clarity. The perceived temperature
gradient at the melt interface has been marked as a tangent to the melt interface location. It can be noticed that the
gradient at the melt interface is greater than the linear temperature gradient that can be obtained from the melt surface
temperature and melt film thickness values. This observation can be attributed to the convective effects near the melting
interface. From the problem formulation viewpoint, two assumptions in the problem could cause the deviation.The
density difference between the solid and the liquid phase was neglected, which is of significant magnitude in the case
of the Paraffin wax. Lower liquid density would cause a bulk flow at the melting interface, with the normal direction
flow having an effect of reducing the temperature gradient, as discussed in [24]. Secondly, the liquid viscosity was
considered as a temperature invariant quantity in the problem. However in the work of Leccese [2], it was shown that in
the given operating range the viscosity varies in the range of (6X10−4 to 9X10−3). The viscosity variation as a function
of temperature, based on the governing transcendental equation in [2], is shown in the Fig.7.

Increased viscosity at reduced temperatures, as experienced near the melting interface, reduces the convective and
entertainment effects, lowering the spatially averaged melting rates. The effects of temperature varying viscosity and
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Fig. 7 Variation of viscosity with temperature

density needs to be studied in detail.
The representative results, showing the transfer of information from the combustion model and the surface instabilities

captured by the multiphase model, is provided in Fig.8. Though qualitative in nature, the contours clearly show the
significance of droplet entrainment in a combustion problem. Also, the liquid surface was resolved and it was found
that the there was 10% increase in the available surface area, over that of a unperturbed interface. A representative
melt interface deformation as function of unperturbed position is provided in Fig.9. As highlighted in the work of
Karabeyoglu[5] & Gater [7], apart from entrainment effects, the increased surface roughness is important factor for the
increased regression rates observed in the case of liquefying fuels.

(a) (b)

(c) (d)

Fig. 8 (a) & (b) Contour plots of Phase and temperature for EDM based surface temperature input (Go= 14
kg/m2s) , (c) & (d) Contour plots of Phase and temperature for FRM based surface temperature input (Go=14
kg/m2s)

This present decoupled methodology offers the following advantage over previous approaches:
1) Remove the requirement of employing empirical regression relation.
2) No assumption needs to be made for the temperature distribution in the solid and liquid region.
3) The empirical correlation for surface roughness and entrainment effects can be removed.
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Fig. 9 Reconstructed liquid surface roughness caused by instability

4) More realistic entrainment rate prediction can be made for domain of arbitrary initial shape.

However, the present approach will suffer from some shortcomings of the previous methods, which are:
• The effect of liquid surface irregularity on the position of flame cannot be quantified, as the ideal vaporizing
surface is assumed for the combustion problem.

• The effect of regressing fuel surface on the flow, and hence the combustion, cannot be quantified, as the vaporizing
surface in the combustion problem is assumed to be fixed.

The last shortcoming can be slightly alleviated by understanding the time history of the melt surface location (in the
melting problem) and setting the vaporizing surface (combustion problem) in the combustion problem at respective
representative locations, between start and end of melting. This is very similar to the approach used in the work of
Venkateswaran et. al [8].

V. Conclusion
A novel methodology for conducting transient numerical analysis of hybrid propulsion was discussed, by decoupling the
combustion and the melting phase change problems. As a case study, the experimental combustion of a paraffin wax
slab was simulated. Two combustion models were employed to understand the requirement of any detailed reaction
steps. It was noticed that the Finite Rate Modeling (FRM) with detailed mechanisms provided accurate results over a
single step mechanism used in the EDM technique. However, due to turbulence, FRM technique showed convergence
instabilities and solution oscillations , with a necessity of considering EDC as an alternate combustion model. A
successful temperature and regression rate mapping technique was implemented in the melting problem. However with
the prescribed surface temperatures, the melting problem predicted unrealistically high melting rate. Upon detailed
analysis, temperature dependent density and viscosity is being considered as the probable cause for the aberration. In
the future work, the temperature dependency of thermal and flow properties would be considered in detail. Also from
the work of Leccese[2], it was noticed that radiation played a significant role (due to the presence of absorbing/emitting
medium). In subsequent research efforts, a suitable radiation model would be included and the effect of radiation heat
flux on melting and vaporization will be considered.
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