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After a brief review of the origins of the .05 criterion for judging sta-
tistical significance, this article challenges the management disci-
pline’ s rigid adherence to conventional levels of significance for differ-
entiating reliable from unreliable results. Arguing instead that there is
no right or wrong level of significance, it contends that the selection of
a significance level should be treated as one more research parameter.
In this respect, the appropriateness of a specific level of significance
should be based on such considerations as sample size and research
design rather than a priori declarations of .05, .01, or whatever.

It is customary in the management literature to report a *‘level of statistical sig-
nificance’” when testing a hypothesis. This significance level refers to the prob-
ability of committing a Type I error (i.e., the probability of wrongly rejecting a
true null hypothesis) and, in part, to the probability of committing a Type II error
(i.e., the probability of accepting a wrong null hypothesis). As traditionally
viewed, reliance on conventional (i.e., .05, .01, or .001) significance levels of-
fers certain advantages. For instance, they provide a criterion for publication de-
cisions, they assist in evaluating and accumulating results from different studies,
and, in situations where it is difficult to estimate the consequences associated
with making a mistake in accepting or rejecting a hypothesis, they offer a rule of
thumb for judging research results (Rudner, 1953).

It is seemingly often overlooked, however, that for conventional significance
levels to be used to make scientific inferences, they must be uniform from appli-
cation to application—a quality that exists only in the case of equally valid and
equally powerful studies. What often occurs, for example, is that a .05 level of
significance is really .10 or .15 or .20 depending on a study’s validity and statis-
tical powerfulness. Because studies are seldom equally valid and equally pow-
erful, the actual value of a significance criterion is likewise seldom uniform. This
lack of uniformity is even further compounded in situations requiring the evalu-
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ation of a series of statistical tests. In such situations, the probability of family-
wise Type I errors increases as the number of significance tests increases. Alter-
natives to control for the effects of multiple-significance tests on Type I errors are
reviewed in Feild and Armenakis (1974), among others.

The purpose of this article is not to debate whether statistical inferences should
be made or to advise caution in situations requiring use of multiple tests of sig-
nificance, but to challenge the management discipline’s rigid adherence to con-
ventional levels of significance for differentiating reliable from unreliable results.
Both sociology (Morrison & Henkel, 1969) and psychology (Cowles & Davis,
1982) have undergone a parallel commentary.

Judging by current practice, there is every indication that many management
researchers are unaware of the complex issues that surround the setting and re-
porting of significance levels. At present, the levels of .05, .01, and .001 are al-
most universally selected, irrespective of research problem, sample size, or re-
search design. Of these three, the .05 criterion is unquestionably the most sacred
(Skipper, Guenther, & Nass, 1967).

Viewed from a practical perspective, fixed adherence to the .05 level as the
maximum acceptable probability for determining statistical significance has had
the consequence of differentiating reliable from unreliable results and, perhaps,
even more pragmatically, publishable from unpublishable research (Lewis &
Lewis, 1980; Rosenthal, 1979). Convention notwithstanding, there is little, if
any, justification for such a rigid state of affairs. Indeed, Lykken (1968) has ar-
gued that statistical significance is the ‘‘least important attribute of an experi-
ment’” (p. 158). It is his position that the value of any research should be deter-
mined by subjectively evaluating such concerns as the coherence of the
underlying theory, degree of experimental control, and sophistication of the
measuring techniques.

Origins

It is generally held that the .05 level of significance originated in 1925 when
Sir Ronald A. Fisher developed the popular analysis of variance (ANOVA) statis-
tical procedure. The following statement in his book Statistical Methods for Re-
search Workers is often cited as the first mention of the p = .05 criterion.

The value for which p = .05, or 1in.20, is 1.96 or nearly 2; it is con-
venient to take this point as a limit in judging whether a deviation is to
be considered significant or not. Deviations exceeding twice the stand-
ard deviation are thus formally considered significant. (p. 46)

Commenting on a similar, but slightly later statement by Fisher (1926, p. 504),
in a paper on agricultural field experiments, Cochran (1976) states that, ‘‘stu-
dents sometimes ask ‘How did the 5% significance level or Type I error come to
be used as a standard?’ I am not sure, but this is the first comment known to me
on the choice of 5%.” Fisher (1926) goes on to acknowledge that other levels of
significance may be selected:

If one in twenty does not seem high enough odds, we may, if we prefer
it, draw the line at one in fifty (the 2 per cent. point), or one in a
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hundred (the 1 per cent. point). Personally, the writer prefers to set a
low standard of significance at the 5 per cent. point, and ignore entirely
all results which fail to reach this level. A scientific fact should be re-
garded as experimentally established only if a properly designed ex-
periment rarely fails to give this level of significance. (p. 504)

In Cochran’s (1976) judgement, ‘‘Fisher sounds fairly casual about the choice
of 5% for the significance level, as the words ‘convenient’ and ‘prefers’ have in-
dicated’” (p. 17). Based on Fisher’s statements, however, Cowles and Davis
(1982) believe that there is ‘‘no doubt’’ that he accepted the .05 level as the crit-
ical cutoff point for determining statistical significance.

Support for the belief that use of the .05 level of significance is subjective, or
what Yule and Kendall (1950) referred to as a ‘‘matter of personal taste’” (p.
472), however, is readily available. Winer (1962), for example, states that *“The
frequent use of the .05 and .01 levels of significance is a matter of convention
having little scientific or logical basis™ (p. 13). Similarly, Camilleri (1962) says
that ‘‘the particular level of significance chosen for an investigation is not a log-
ical consequence of the theory of statistical inference.”” Agreeing with Yule and
Kendall (1950), he concludes, ‘‘We are free to choose whatever level seems ap-
propriate’” (p. 176).

Earlier Statements

Although Fisher (1925) is credited with the first specific mention of the .05
level of significance and his 1926 paper concerning agricultural field experiments
seems to contain the first specific discussion of significance levels, the notion of
odds against an hypothesis being true is clearly much older. Indeed, John Venn
(1988), of Venn diagram fame, used a remarkably similar criterion some 40 years
earlier and is believed to be the first writer to use the term significant in a statis-
tical sense: ‘“When we are dealing with statistics, we ought to be able not merely
to say vaguely that the difference does or does not seem significant to us, but we
ought to have some test as to what difference would be significant’” (pp. 147-
148).

Like statements can be found in other sources. William Gosset (1908), writing
in the famous article in which he developed the s-test, (using the non de plume
“Student’”) commented that ““‘three times the probable error in the normal curve,
for most purposes, would be considered significant’ (p. 13). McGaughy (1924)
used the term ‘‘critical ratio”’ to describe the value x/PE = 3, where x represents
a difference and PFE probable error. McCall (1923) applied the term ‘‘experimen-
tal coefficient’’ for the ratio x/2.786. Other examples could be easily cited (e.g.,
Flugel, 1925, Peters, 1933; Wood & Stratton, 1910).

What seems evident, however, is that Fisher’s selection of the .05 criterion may
not have been as innovative as some authorities have assumed. Prevailing mis-
conceptions aside, there was little new in Fisher’s choice of the .05 level of sig-
nificance. Indeed, Cowles and Davis (1982) argue that Fisher cannot be given
credit for originating today’s ‘‘recommended’’ levels of significance, but rather
can be credited with expressing the value of a significance level in terms of its
standard deviation rather than its probable error.
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Subjective Probability

Knowing how the .05 level of significance seemingly came about begs the
question of why this criterion was judged appropriate by early researchers
(Cowles & Davis, 1982). Addressing this point, Walker (1929) suggests that the
concept of subjective probability may offer the answer. She writes:

Any numerical definition of *‘practical certainty’’ must be more or less
arbitrary, inasmuch as certainty is a subjective matter, and odds which
seem practically certain to one man in a given situation might well be
unconvincing to another man in another situation. However, x =3¢ is a
very convenient limit and most people would be convinced by odds of
369to 1. (p. 56)

The mental processes on which subjective probability depend have been ex-
plored by Alberoni (1962a, 1962b). Based on a stream of experiments, he con-
cluded that individuals arrive at the idea of chance when they are unable to find
a cause or regular pattern to explain the reason for a certain event. Once the notion
of chance is accepted, individuals form a system of expectations for the future.
If reality confirms these expectations, they continue to consider the event as
being due to chance; if reality contradicts the system of expectations, a cause is
introduced to explain the discrepancy. The point at which chance is abandoned as
an explanation depends on each individual’s discrepancy tolerance. Alberoni
(1962) refers to this point as the “‘threshold of dismissal of the idea of chance’’
(p- 262). This process is operationally parallel to the notion of ‘‘covariation anal-
ysis’’ as encountered in attribution research (Kelley, 1967).

The fundamental question, however, is whether (in terms of Alberoni’s
“‘threshold’’) individuals view discrepancies that occur 5% of the time or less to
be rare events (i.e., significant). Or, stated differently, are they prepared to intro-
duce a cause other than chance to explain such discrepancies (Cowles & Davis,
1982)? A partial answer to this question can be found in the work of Rosenthal
and Gaito (1963), who investigated the degree of confidence a group of research-
ers placed in various levels of significance (p) ranging from .001 to .50. For 84%
of the researchers, the .05 level had *cliff characteristics”” evidenced by a rela-
tively steeper loss of confidence in moving from the .05 to the .10 level than was
the case at either higher or lower levels of significance. Whether this effect was
due to subjective probabilities or the researchers’ training is, however, uncertain.

.05 Reconsidered

Over the past three decades, controversy has surrounded the selection of levels
of significance. Selvin’s (1957) classic article, in particular, prompted a variety
of replies defending the use of significance tests. Selvin and his fellow critics not
only took exception to tests of significance, but the selection of significance lev-
els. Camilleri (1962), for instance, maintained that a particular level of signifi-
cance only has meaning in practical situations, such as a quality control depart-
ment, where the cost of accepting or rejecting an item can be expressed in terms
of profit or loss. Because no such criteria exist in the social sciences, ‘‘we are
free to choose whatever level seems appropriate”” (p. 151). Taking a similar po-
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sition, Morrison and Henkel (1969) argue that *‘to insist on the .05 to .01 level is,
then, to talk about the science of business, not the business of science’” (p. 137).
They further contend that unquestioned use of conventional levels of significance
reduces probability to a false dichotomy of significant or not significant, thereby
reducing research to a rote decision that is inappropriate in scientific work. Mor-
rison and Henkel (1969) conclude with an attack on sociology that arguably ap-
plies to contemporary management research:

If, indeed, .05 (or any other level) is ‘sacred’ ... then what we do in
sociology [read management] surely is much more akin to religion than
science and we might as well forget empirical work and get on with the
development of more rituals. (p. 137)

The point of these criticisms is quite direct. Briefly put, there is no right or
wrong level of significance. Blind adherence to the .05 level of significance as the
crucial value for differentiating publishable from unpublishable research cannot
be justified. As Skipper et al. (1967) suggest, the selection of a significance level
by a researcher should be treated as one more research parameter. Rather than
being set at a priori levels of .05, .01, or whatever, the appropriateness of a spe-
cific level of significance should be based upon considerations such as discussed
below and summarized in Table 1:

Table 1
Sample Considerations in Selecting an Appropriate Level of Statistical Significance

Significance Level
Consideration Less More
Conservative Conservative

1. Sample Size
With large samples J
With small samples J

2. Effect Size
With large effect size J
With small effect size J

3. Measurement Error (ME)
With large ME v
With small ME v

4. Null Hypothesis/Practical Consequences of Rejecting
Practical consequences are high v
Practical consequences are low J

5. Coherence of Underlying Theory
Plausibility of alternative hypothesis is high J
Plausibility of alternative hypothesis is low J

6. Degree of Experimental Control
High amount of experimental control J
Low amount of experimental control v

7. Robustness
Test assumptions have been met no change
Test assumptions have not been met/
but test is robust to violation J
Test assumptions have not been met J A+
and test isn’t robust to violation
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1. Statistical power. The power of a significance test is the probability that it
will result in the conclusion that a phenomenon exists. Formulae for determining
statistical power are available in Kirk (1978) and elsewhere. Measurement error
aside, statistical power is a function of three factors: (a) effect size (i.e., the de-
gree to which a phenomenon actually exists in a population), (b) sample size, and
(c) level of significance. As effect size increases, power increases, other things
being equal. The same relationship exists between sample size and power, as well
as between level of significance and power.

A common problem for both effect size and sample size is that significance
tests are relatively insensitive to the strength of the relationships between varia-
bles. As regards effect size, if a researcher expects a large effect, a conservative
level of significance should be selected based on the rationale that if a large dif-
ference between two groups is expected, but only a small difference is obtained,
the null hypothesis should not be rejected. With respect to sample size, with a
large enough n, any relationship (or effect) between two variables will be found
to be statistically ‘‘significant,”” but may not be of any practical or substantive
importance. To illustrate, a correlation of .10 is significant at the .01 level when
sample size equals 1,000 or more cases—a finding of little practical import. Li-
kewise, with a small enough sample size, any relationship between two variables
will be found to be statistically ‘‘nonsignificant,”” regardless of its practical or
substantive importance. To wit, when sample size equals 10 cases, a correlation
of .75 is nonsignificant at the .01 level—an instance of too little power.

Thus, when either sample size or anticipated effect size are large, a researcher
should typically select a more conservative level of significance (e.g., .01 vs.
.05). Conversely, when either sample size or anticipated effect size are small, a
researcher should typically select a less conservative level of significance (e.g.,
10 vs. .05).

2. Measurement error. A second consideration in selecting a level of signifi-
cance involves measurement error. As typically defined, measurement error is a
source of either systematic bias or random errors that tend to obscure the degree
of lawfulness that can be detected among underlying concepts (Nunnally, 1978).
Sources of measurement error include errors due to coding, interviewer fatigue,
ambiguous instructions, memory lapses, and the like. When a large amount of
measurement error exists (e.g., an inaccurate measuring procedure), this unre-
liability inflates standard errors of estimates with the result that the likelihood of
finding significant differences between means of different treatment groups is
considerably reduced.

Recommendations for selecting a significance level in cases where measure-
ment error is relatively high are difficult, at best. At the very least, a more con-
servative level of significance should be selected to avoid interpreting random
variation as significant. The role of replication is key in such situations because
a pattern of results is typically more meaningful than a single, statistically sig-
nificant finding. Indeed, as Keppel (1982) puts it, *‘the ultimate test of any sig-
nificant finding is its repeatability”” (p. 74).

A final point is that no significance level will really compensate for unreliable
measures. Although correction for attenuation formulas may help in this regard
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somewhat, if measures are unreliable then no strong statements can be made
about the effects being investigated.

3. Null hypothesis. Consideration in selecting a level of significance should
also be given to the practical consequences of rejecting a null hypothesis. With
respect to the practical consequences of Type I errors, a more conservative level
of significance should be selected as the cost of rejecting a null hypothesis in-
creases. For example, if the hypothesis being considered were to the effect that a
toxic workplace chemical was not present in harmful quantity, we would demand
a high degree of confirmation before accepting the hypothesis because the con-
sequences of a mistake are quite high. On the other hand, if, on the basis of a
sample, our hypothesis stated that a run of plastic was not defective, the degree
of confirmation required would not be as high. Thus, the degree of confidence
required before accepting a hypothesis should be related to the consequences of
making a mistake (Rudner, 1953).

4. Coherence of underlying theory. A level of significance should be selected
in relation to a body of knowledge or theory rather than in isolation. For example,
when a hypothesis goes against theory, empirical research, or perhaps even com-
mon sense, a much more conservative level of significance should be selected in
order to avoid a Type I error that would lead research into a fruitless area and be
costly in terms of wasted time, money, and effort. Therefore, when alternative hy-
potheses are highly plausible, a much more conservative level of significance
(e.g., .01) should be selected than when the plausibility of alternative hypotheses
islow (e.g., .05). Similarly, if the plausibility of alternative hypotheses is largely
unknown'(due for instance, to an absence of underlying theory), a more con-
servatwe level of significance should also be selected to avoid capitalizing on
Rl "ontrary to ‘conventional wisdom,’ this would particularly be the case in
exploratory research whose results provide the basis for further research that

'may be fruitless if those results are unsound. Indeed, as Lindquist (1953) ad-
vises, ‘‘if we always set a high level of significance for our tests at the exploratory
level, we may be quite sure that we will not follow many completely false leads,
and at the same time, we will have some assurance that the true leads which we
ignore (because of Type Il errors) are probably among the less promising ones’’
(p. 69).

5. Degree of experimental control. The degree of experimental control in a
research design should also be considered in selecting a level of significance. As
experimental control increases, both the error rate and likelihood of alternative
explanations or what Campbell and Stanley (1966) have dubbed ‘‘threats to in-
ternal validity’” decrease. Hence, when a research design has a high degree of
experimental control, a researcher is more free to select a less conservative level
of significance. One would thus select a lower level of significance (e.g., .01 vs.
.05) in a quasi-experimental design than in a ‘‘true’” experimental design based
upon the above considerations.

6. Robustness. The robustness of a statistical test is another criterion that
should be examined in selecting a level of significance. If the assumptions un-
derlying a test of significance are met, then it can be assumed that researchers are
testing their hypotheses at the stated a priori significance level (e.g., they are in-
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deed testing a hypothesis, stated a priori at the .01 level, at the .01 level). How-
ever, if assumptions underlying a test of significance are violated, researchers
may be testing their hypotheses at a level lower than that stated (e.g., they may
be testing their hypotheses at the .10 level instead of at the stated .05 level). This
problem is further compounded if a test of significance is not robust to violations
of its underlying assumptions. As a result, when assumptions of a test are vio-
lated, a more conservative level of significance should be selected. For example,
when researchers violate the assumptions of a test and are testing a hypothesis at
the .05 level, they should select a more conservative level, such as .02 or .01, in
order both to compensate for the violation and to actually test the hypothesis at
the .05 level. Of course, it should be realized that if a test’s assumptions are vi-
olated sufficiently, then its outcome may well be without interpretive value. Ob-
viously, in such instances, the selection of a more conservative significance level
will not compensate for the violation of a test’s underlying assumptions.

Discussion and Conclusion

The selection of a particular significance level should not be seen as a panacea
for interpreting evidence. Critical thinking is necessary for verifying research
propositions. Thus, both practical and theoretical significance should be of con-
cern. Authors, as well as editors and reviewers, must take the responsibility for
deciding which research is good and which is not, without letting the p value of
a significance test solely determine this decision (Lykken, 1968). When all the
parameters inherent in a research problem are not fully considered prior to se-
lecting an appropriate significance level, the academic enterprise is, at least in
part, a form of “‘scientific roulette’’ (Bakan, 1966), in which lucky players win
(i.e., have their papers published). As long as this practice goes unchallenged, it
will remain easy to document the joy experienced by Skipper et al.’s (1967) myth-
ical researcher when her fratio yielded significance at .05, as well as her horror
when the table of significance reached ‘‘only’” .10 or .06.

In sum, the purpose of this note has been to challenge the management disci-
pline’s rigid adherence to conventional levels of significance for differentiating
reliable from unreliable results. It has been suggested that the frequent use of the
.05 level as the maximum acceptable probability for determining statistical sig-
nificance is too often a matter of custom rather than independent thought. Indeed,
it may be argued that the precision and empirical concreteness associated with
establishing a discrete borderline between accepting and rejecting a hypothesis
are illusory. Adherence to such a rigid strategy may be appropriate for some de-
signs, but doubtlessly detracts from interpretive power in others.

The reliance that management researchers place on conventional levels of sig-
nificance, as if they were a reliable arbiter of truth, belies the complexity sur-
rounding the setting and reporting of significance levels. A more rational ap-
proach calls for fully considering all the parameters inherent in a research
problem prior to selecting an appropriate significance level. In this sense, there is
no right or wrong level, but a need for management researchers to exercise sci-
entific judgment.
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